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Abstract

We present a compositional performance certification
method for interconnected systems, using dissipativity
properties of the subsystems along with the interconnec-
tion structure. To select the most relevant dissipativ-
ity properties, we formulate a large-scale optimization
problem, and employ the alternating direction method
of multipliers (ADMM) for its solution. The dissipa-
tivity properties are allowed to depend on an unknown
equilibrium, enabling us to certify performance without
explicit knowledge of the equilibrium for the interconnec-
tion. The effectiveness of the algorithm is demonstrated
on two examples, including a model of vehicle platoons.

1 Introduction

In this paper, we consider compositional analysis for per-
formance certification of an interconnection of nonlinear
subsystems as depicted in Figure 1. The Gi are known
subsystems mapping ui 7→ yi, with dynamics described
by nonlinear state equations. M is a static matrix that
characterizes the interconnection topology. The overar-
ching goal of compositional analysis is to establish prop-
erties of the interconnected system using only properties
of the subsystems along with information about the in-
teraction of the subsystems (M). Henceforth, the term
“local” is used to refer to properties or analysis of indi-
vidual subsystems in isolation. Likewise, “global” refers
to the entire interconnected system.

In this paper, local and global properties are cast and
quantified in the framework of dissipative systems [14];
specifically the case with quadratic supply rates [15]. The
choice of a supply rate dictates the specific property that
is to be verified. For example, different supply rates can
be used to verify L2-gain properties, passivity, output-
strict passivity, etc., with respect to the exogenous input
d and performance output e.

A conventional approach to compositional analysis, as
presented in [1, 2, 10, 14] and others is to establish in-
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Figure 1: Interconnected system with exogenous input d
and performance output e.

dividual supply rates (and storage functions) for which
each subsystem is dissipative. Then, a candidate stor-
age function for the interconnected system is sought as a
linear combination of the subsystem storage functions.

The method presented here and in [12] is less con-
servative in that the local storage functions are treated
as decision variables, and are optimized with regards to
their particular suitability in certifying desired proper-
ties of the specific interconnection defined by M . Thus,
global properties are certified via local certificates that
have been automatically generated, as opposed to hav-
ing been preselected.

The idea of optimizing over the local supply rates (and
storage functions) to certify stability of an interconnected
system was introduced in [12], with the individual sup-
ply rates constrained to be diagonally-scaled induced L2-
norms. This perspective coupled with dual decompo-
sition, gave rise to a distributed optimization towards
certifying the stability of the interconnection and was
solved using subgradient techniques. More recent work
in [9] generalized this in several ways: certifying dissipa-
tivity (rather than stability) of the interconnected system
with respect to a quadratic supply rate; using arbitrary
quadratic supply rates for the local subsystems; and em-
ploying ADMM [3] which exposes the distributed certifi-
cation as a convergent negotiation between local compu-
tational agents for each subsystem, and a master agent.
The roles of the local and master agents are as follows:

• Local agents solve uncoupled, parallelizable prob-
lems for each subsystem. Beginning with a “pro-
posed” supply rate provided by the master agent,
the local agent uses the subsystem dynamical model
to minimize the difference between the proposed
supply-rate and a supply-rate for which the subsys-
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tem’s dissipativity can be established.

• The master agent involves only supply-rates and the
interconnection topologyM (but no dynamical mod-
els), reassessing the supply-rates that should be pro-
posed to each subsystem, based on the results of the
previous iteration.

In this paper, we continue along the direction pro-
posed in [9]. Unlike the linear system models in [9],
we apply this method to nonlinear subsystems using
SOS-optimization for subsystem dissipativity certifica-
tion. Additionally, we use the concept of equilibrium-
independent dissipativity for interconnections where the
equilibrium point itself is unknown.

2 Preliminaries

Dissipativity theory [14]. Consider a time-invariant,
continuous-time dynamical system described by

ẋ(t) = f(x(t), u(t)), f(0, 0) = 0

y(t) = h(x(t), u(t)), h(0, 0) = 0
(1)

with x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp. A supply
rate is a function w : Rm × Rp → R. A system of the
form (1) is dissipative with respect to a supply rate w
if there exists a differentiable and nonnegative function
V : Rn → R+ such that

∇V (x)Tf(x, u)− w(u, y) ≤ 0 (2)

for all x ∈ Rn, u ∈ Rm, and y = h(x, u). Equation (2) is
referred to as the Dissipation Inequality Equation (DIE)
and V as a storage function.

Equilibrium independent dissipativity [EID].
EID was formalized in [7] and can be used to analyze
systems where the equilibrium point depends nontrivially
on the system input.

Consider a system of the form

ẋ(t) = f(x(t), u(t))

y(t) = h(x(t), u(t))
(3)

such that for every x∗ ∈ Rn there exists a unique u∗ ∈ Rm
such that f(x∗, u∗) = 0. The equilibrium state-input map
is then defined as

ku(x) : Rn → Rm such that u∗ = ku(x∗) (4)

and the equilibrium state-output map is defined as

ky(x) : Rn → Rp such that

y∗ = ky(x∗) = h(x∗, ku(x∗))
(5)

A system of the form (3) is EID with respect to the
supply rate, w, if for every x∗ ∈ Rn there exists a non-
negative storage function, V : R2n → R+, such that
V (x∗, x∗) = 0 and

∇xV (x, x∗)f(x, u)− w(u− u∗, y − y∗) ≤ 0 (6)

for all x ∈ Rn and u ∈ Rm where y = h(x, u) and y∗ =
ky(x∗).

Note that the definition given here is slightly different
than in [7] and follows the convention in [4] and [5]. We
assume the existence of an equilibrium state-input map
whereas in [7] it is assumed that an equilibrium input-
state map exists. This definition allows systems such as
an integrator to be EID.

SOS programming. Let R[x] be the set of all poly-
nomials in x with real coefficients. Σ[x] := {π ∈ R[x] :
π = π2

1 +π2
2 + · · ·+π2

n, π1, . . . , πn ∈ R[x]} is the subset
of R[x] containing the SOS polynomials. A polynomial,
p(x), being a sum of squares polynomial is equivalent to
the existence of a positive semidefinite matrix Q such
that

p(x) = m>(x)Qm(x) (7)

for a properly chosen vector of monomials, m(x). There-
fore checking the nonnegativity of a polynomial can be
relaxed to a SOS program and then solved as a semi-
definite program (SDP).

Polynomial dynamics. Suppose that f and h in (1)
are polynomials then certification of dissipativity of the
system with respect to a given polynomial supply rate,
w, can be relaxed to a SOS feasibility program:

V (x) ∈ Σ[x]

−∇V (x)>f(x, u) + w(u, y) ∈ Σ[x, u]
(8)

Similarly, as presented in [7], certification of EID for poly-
nomial systems can be relaxed to a SOS feasibility pro-
gram:

V (x, x∗) ∈ Σ[x, x∗]

r(x, x∗, u, u∗) ∈ R[x, u, x∗, u∗]

−∇xV (x, x∗)>f(x, u) + w(u− u∗, y − y∗)
+ r(x, x∗, u, u∗)f(x∗, u∗) ∈ Σ[x, u, x∗, u∗]

(9)

Additionally, minimization of an objective subject to the
constraints in (8) or (9) can also be performed. In this
case since w enters (8) and (9) linearly it may be a deci-
sion variable.

Rational polynomial dynamics. If the system dy-
namics, fi, are described by rational polynomials of the
form

fi(x, u) =
pi(x, u)

qi(x, u)
for all i ∈ [1, . . . , n] (10)

where pi ∈ R[x, u] and qi − ε ∈ Σ[x, u] for some positive
ε, then certifying dissipativity of the system with respect
to a polynomial supply rate, w, can be relaxed to a SOS
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feasibility program:

V (x) ∈ Σ[x]

−
n∑
i=1

∇xi
V (x)pi(x, u)

∏
j 6=i

qj(x, u)

+

n∏
i=1

qi(x, u)w(u, y) ∈ Σ[x, u]

(11)

As in the polynomial case this can be modified to certify
EID or to allow minimization of an objective.

3 Problem statement

Consider the interconnected system in Figure 1 which
consists of N known subsystems, Gi, with a known, static
interconnection M ∈ Rm×p. Therefore,[

u
e

]
= M

[
y
d

]
(12)

EachGi has dynamics of the form (1) and is characterized
by a local state xi. We assume that the interconnected
system is well-posed, meaning that for any d ∈ L2e, and
any initial condition x0 there exists unique e, u, y ∈ L2e

that causally depend on d. We assume that the subsys-
tems are EID and there exists an equilibrium point x∗

for which there is a unique u∗ = ku(x∗), y∗ = ky(x∗),
and e∗ = M21y

∗.

We assume that the global and local supply rates are
quadratic forms. In particular, the given global supply
rate is [

d
e− e∗

]T
W

[
d

e− e∗
]

(13)

and the local supply rates are[
ui − ui∗
yi − yi∗

]T
Xi

[
ui − ui∗
yi − yi∗

]
(14)

where W and all Xi are real symmetric matrices. To cer-
tify the desired global dissipativity from local EID prop-
erties we pose an optimization problem of the form

minimize
X1:N ,V1:N

0

subject to Xi ∈ Li for i = 1, . . . , N

(X1, . . . , XN ) ∈ G

(15)

Each Li constraint is local because it involves only the
local supply rate Xi and associated storage function Vi.
The G constraint is global because it involves all the sup-
ply rates.

Before we define the Li and G sets, first introduce the
following conformal block partitions

W =

[
W11 W12

W21 W22

]
, Xi =

[
X11
i X12

i

X21
i X22

i

]

and the following block-diagonal matrices

Xjk =

Xjk
1

. . .
Xjk
N

 for all j, k ∈ {1, 2}

Recall that W is given while X1, . . . , XN are to be found.
The local and global sets are defined as follows.

Li :=

{
Xi

∣∣∣ the i-th subsystem is EID w.r.t

the supply rate

[
ui − ui∗
yi − y∗i

]T
Xi

[
ui − u∗i
yi − y∗i

]}
(16)

G :=

{
X1:N

∣∣∣∣∣
N∑
i=1

HiXiH
T
i −H0WHT

0 � 0

}
(17)

Here, the constant matrices H0, . . . ,HN are defined
such that the following identity holds.

N∑
i=1

HiXiH
T
i −H0WHT

0 =

[
M
I

]T 
X11 0 X12 0

0 −W22 0 −W21

X21 0 X22 0
0 −W12 0 −W11

[MI
]

(18)

In [9] it was shown that if each subsystem is dissi-
pative with respect to a supply rate, Xi, and that
(X1, . . . , XN ) ∈ G then the interconnected system is dis-
sipative with respect to the global supply rate. This re-
sult extends directly to the EID case: if the subsystems
are EID and the global constraint is satisfied then the
interconnected system is dissipative.

The benefit of the formulation in (15) is that verify-
ing feasibility of a candidate point may be carried out in
an efficient manner. The local constraints only depend
on the storage function and supply rate for the associ-
ated subsystem, so they can be checked separately and
in parallel. Finally, membership of the G set amounts to
solving a global LMI. This constraint cannot be decou-
pled, but it does not depend on the storage functions.
There are disadvantages as well. Any dissipativity prop-
erty that can established for the interconnected system in
this manner must be consistent with a storage function
that is additively separable in the subsystem states. In
general, the expressiveness of such storage functions are
limited.

4 ADMM

In [9] we demonstrated that ADMM, described in de-
tail in [3], could be used to decompose and solve (15)
reliably and efficiently. This method is advantageous be-
cause it allows us to solve the individual subproblems,
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which require searching for a potentially high order stor-
age function, separately.

ADMM can be used to solve problems of the form

minimize f(x) + g(z)

subject to Ax+Bz = c
(19)

where x and z are vector decision variables. Our prob-
lem (15) may be put into this form by defining the fol-
lowing indicator functions:

ILi
(Xi) :=

{
0 Xi ∈ Li
∞ otherwise

IG(X1:N ) :=

{
0 (X1, . . . , XN ) ∈ G
∞ otherwise

Then (15) may be written as

minimize
X1:N ,Z1:N ,V1:N

N∑
i=1

ILi
(Xi) + IG(Z1, . . . , ZN )

subject to Xi − Zi = 0 for i = 1, . . . , N

so that it is in the canonical form (19). The f function
and the constraints are separable for each subsystem, so
the ADMM update takes on the following parallelized
form [3].

1. X-updates: for each i, solve the local problem

Xk+1
i = arg min

X∈Li

∥∥X − Zki + Uki
∥∥2
F

2. Z-update: if Xk+1
1:N is not feasible, solve the global

problem

Zk+1
1:N = arg min

Z1:N∈G

∥∥∥∥∥
N∑
i=1

(Xk+1
i − Zi + Uki )

∥∥∥∥∥
2

F

3. U -update: perform the following update and return
to step 1.

Uk+1
i = Xk+1

i − Zk+1 + Uki

When applied to (19), ADMM is guaranteed to converge
if f , g are closed, proper, and convex, and the Lagrangian
has a saddle point [3].

5 Examples

In this section we present two examples illustrating the
proposed approach. The first example demonstrates the
scalability and reliability of this approach for certifying
performance of large interconnected systems with ratio-
nal polynomial dynamics. The second example is based
on the model of vehicle platoons used in [4] and [5].

A large-scale polynomial system The system con-
sists of N , 2-state subsystems that share a common dy-
namical structure, modified from [8], but with different
parameters defining each subsystem.

An individual subsystem, H, has 2 states and is de-
scribed by

H :

ẋ1 = x2

ẋ2 =
−ax2 − bx31 + u

1 + cx22
y = x2

(20)

where a, b, c > 0 are parameters of the subsystem. For
purposes of understanding how the larger example is con-
structed, as well as the expectations of the example, we
first analyze some input/output properties of this system.

The positive-definite storage function V (x) := ab
2 x

4
1 +

ac
2 x

4
2 + ax22 certifies that the L2-gain of H is bounded by

a−1. Indeed, define w(u, y) := u2 − a2y2, and check that

∇V (x)f(x, u)− w(u, y) = −(ax2 − u)2 ≤ 0

Clearly, any well-posed interconnection involving many
instances of these systems, along with an interconnection
matrix whose spectral norm is less than a results in a
dynamical systems whose L2 gain is less than a. Armed
with this insight, we can construct large-scale examples
for which the SOS/ADMM certification procedure should
succeed.

The steps are:

1. Choose {ai, bi, ci}Ni=1 uniformly distributed in
(1, 2) × (0, 1) × (0.5, 2). These constitute the pa-
rameters of system Hi. Denote γ := maxi a

−1
i .

2. Choose S ∈ R(N+d)×(N+d) using a normal distribu-
tion. Overlay any desired sparsity pattern by selec-
tively zeroing out particular entries.

3. Compute β := infB σ̄(BMB−1) where B =
diag(b1, . . . , bN , Id), b ∈ RN++. Redefine S := 0.99

γβ S.

4. Choose random nonzero, diagonal scalings Ψ =
diag(Ψ1, . . . ,ΨN ) and Φ = diag(Φ1, . . . ,ΦN ).

5. Define Gi := ΦiHiΨi, and

M :=

[
Ψ−1 0

0 Id

]
S

[
Φ−1 0

0 Id

]

6. Apply SOS/ADMM algorithm to the data {Gi}Ni=1

andM , attempting to certify the L2-gain from d→ e
is less than γ.

Figure 2 below illustrates the interconnection (whose
simplicity is now masked by the scalings) that the algo-
rithm must attempt to certify.

For testing purposes, we generated 100 random in-
stances of the interconnected system described above,
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[
Ψ−1 0

0 Id

]
S

[
Φ−1 0

0 Id

]

Φ1H1Ψ1
. . .

ΦNHNΨN
y

d

u

e

Figure 2: Scaling of the interconnected system of Figure 1
that leaves the closed-loop map unchanged.

each with N = 100. The SOS/ADMM algorithm was ap-
plied to these instances, attempting to certify the L2-gain
of the interconnected system is less than or equal to γ.
The storage functions within each local SOS dissipativity
certification were restricted to be quartic polynomials.

Figure 3 shows the result of this test. The algorithm
succeeded for all 100 tests, requiring at most 48 itera-
tions. However, 90% of the tests succeeded in fewer than
15 iterations.

0 10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

50+

Iterations to convergence

Figure 3: Cumulative plot displaying the fraction of 100
total tests that required at most a given number of itera-
tions to certify the L2-gain property of the interconnected
system. The fastest trials succeeded in 3 iterations and
90% succeeded in fewer than 15 iterations.

Vehicle platooning. In this example we analyze the
L2-gain properties of a model for a vehicle platoon. A
possible configuration is shown in Figure 4. Each vehicle
measures its distance to a subset of vehicles (indicated by
dashed lines), and adjusts its throttle according to some
control law. We would like to certify that under a broad
range of control law choices and measurement topologies,
bounds on the L2-gain properties can be certified. For

the purpose of this illustration, we ignore vehicle colli-
sions.

x3

3

x2

2

x1

1

Figure 4: Vehicle platoon example. Each vehicle mea-
sures the relative distance of all vehicles connected to it
by a dotted line. The objective is that all vehicles even-
tually move at a common speed.

Control strategies for velocity regulation were pre-
sented and analyzed for a similar scenario in [4, 5]. We
will consider a general set of control strategies that en-
compasses those presented in [4, 5].

Consider N vehicles in a platoon. The dynamics of the
ith vehicle are described by

Σi :
v̇i = −vi + vnomi + ui

yi = vi
i = 1, . . . , N

where vi(t) is the vehicle velocity and vnomi is a nominal
velocity. In the absence of a control input ui(t), each
vehicle eventually tends to its nominal velocity.

Each vehicle uses the relative distance between itself
and a subset of the other vehicles to control its velocity.
The subsets are represented by a bidirectional graph with
L links interconnecting the N vehicles. In Figure 4, the
links are shown as dotted lines. Letting p` be the relative
displacement between the vehicles connected by link `
then ṗ` = vi − vj where xi is the leading node and xj is
the trailing node. We define D ∈ RN×L as

Di` =

 1 if i is the leading node of edge `
−1 if i is the trailing node of edge `
0 otherwise

Thus, D maps the individual velocities of the vehicles to
the relative velocities across links. That is, ṗ = D>v.
We will analyze control laws of the form

ui = −
L∑
`=1

Di`φ`(p`)

where φ` : R → R is increasing and surjective, which
ensures the existence of an equilibrium point [4]. Defining
Φ := diag(φ1, . . . , φL), we may represent the system as
in the block diagram of Figure 5.

The map Λ from ṗ to Φ(p), indicated by a dashed box
in Figure 5, is diagonal; each ṗ` is separately integrated
and then the corresponding φ` is applied. Thus, we may
write Λ = diag(Λ1, . . . ,ΛL), where Λ` is described by

Λ` :
ṗ` = η`

z` = φ`(p`)
` = 1, . . . , L

5



Σ1
. . .

ΣN
−D D>

∫
Φ

vu

ṗ

p

Φ(p)

Λ

Figure 5: Block diagram representation of vehicle pla-
toon dynamics.

where η` is the input and z` is the output. The in-
terconnection structure may be transformed into the
standard form of Figure 1 by diagonally concatenating
Σ := diag(Σ1, . . . ,ΣN ). The resulting block diagram is
shown in Figure 6.

[
0 −D
D> 0

]

[
Σ 0
0 Λ

]
[
v

φ(p)

][
u
ṗ

]

Figure 6: Transformation of Figure 5 into the standard
form shown in Figure 1.

Although an equilibrium (v∗, p∗) exists its location de-
pends on the nonlinearities φ` and is difficult to compute.
Instead we will exploit the EID properties of the subsys-
tems and establish the desired global property without
explicit knowledge of the equilibrium.

For each Σi subsystem, we may certify EID by formu-
lating and solving a SOS program. In this case, the Σi
dynamics are linear, so the SOS program reduces to a
simpler LMI.

For each Λ` subsystem, the SOS program depends on
the choice of φ` functions. However, it is not difficult to
show that Λi is EID with respect to the following sup-
ply rate (also known as equilibrium independent passivity
(EIP)) [

η` − η∗`
z` − z∗`

]> [
0 1
1 0

] [
η` − η∗`
z` − z∗`

]
(21)

This property can be proven by using the storage function

V`(p`) = 2

∫ p`

p∗`

[φ`(θ)− φ`(p∗` )] dθ (22)

and the property (p` − p∗` )[φ`(p`) − φ`(p
∗
` )] ≥ 0 which

follows because φ` is increasing. Therefore, instead of
searching over supply rates for the Λ` subsystems in the
ADMM algorithm, we fix (21) as the supply rate. Note
that even though the φ` functions and their associated

equilibrium points are unknown, the ADMM algorithm
does not require them; it is enough to know the supply
rate (21).

For the simulation, we used N = 20, and each vehi-
cle’s nominal velocity was randomly generated. A linear
topology was used as in Figure 4. That is, each vehicle
measures the distance to the vehicle in front of it and
the vehicle behind it. We investigated how a force dis-
turbance applied to the trailing vehicle would affect the
velocity of the lead vehicle. Specifically, we augmented
the interconnection matrix M (see Figure 1) such that
the disturbance d is applied to the last vehicle:

v̇N = −vN + vnomN + uN + d

and the output e is the velocity of the first vehicle v1.
We then attempted to certify EID of the interconnected
system using a supply rate of the form[

d
e− e∗

]> [
1 0
0 −γ−2

] [
d

e− e∗
]

Successful certification implies that the L2 gain from d
to e is no greater than γ. Using a bisection search to find
the least certifiable γ, we found that γmin ≤ 0.71. The
inequality is due to the fact that our method searches
over a restricted class of possible storage functions, and
may therefore be conservative. In an effort to bound this
conservatism, we performed an ad-hoc search over linear
φ` functions, seeking a worst-case L2 gain. The result
was that γmin ≥ 0.49.

Certain provisions were made to achieve satisfactory
convergence of the ADMM routine, and this highlights
a potential pitfall of our method that is common to
many iterative optimization algorithms. For this platoon
example, the local subproblems have among them the
constraints X11

i ≥ 0 for i = 1, . . . , N (these are scalar
variables), while the global problem has the constraint
D>diag(X11

1 , . . . , X11
N )D ≤ 0. One can check that the

only solution is X11
i = 0 for all i. This further implies

that X12
i = X21

i = 1 for all i. Intuitively, G as well as the
Li sets defined in (15) each have a nonempty interior but
their intersection does not. The result is that ADMM
oscillates between X11

i > 0 for the local problems and
Z11
i < 0 for the global problem, leading to slow conver-

gence and only reaching feasibility in the limit. We ad-
dressed this issue by settingX11

i = 0 andX12
i = X21

i = 1,
effectively removing those variables from the optimiza-
tion. The feasible region of the resulting problem has a
nonempty interior, and our ADMM algorithm converged
in a few iterations.

An alternative approach that does not rely on exploit-
ing the structure of the local and global constraints was
also used successfully. After, 30 iterations the global con-
straint matrix was close to negative semidefinite (i.e. the
maximum eigenvalue was less than 10−5). By examining
the supply rates found by the algorithm for the Σi sub-
systems it was apparent that the supply rates found by
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the global and local optimization steps, as can be seen in
Figure 7, were approaching the form[

ui
yi

]> [
0 1
1 ci

] [
ui
yi

]
(23)

where ci differed for each subsystem.

In light of this observation, the supply rates were set to
(23) where ci was unchanged from the value determined
by the algorithm. These supply rates were found to sat-
isfy the local and global constraints resulting in the same
L2 gain bound.

0 2 4 6 8 10 12 14
−1.5

−1

−0.5

0

0.5

1

1.5

Iterations

X11 Z11

X12 Z12

X22 Z22

Figure 7: Convergence of elements of the supply rate
matrices.

All simulations performed were implemented in MAT-
LAB using the SOSOPT toolbox [11] to solve SOS pro-
grams and the CVX toolbox [6] to solve SDP problems.
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